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Data Never 
Sleep!



So big they never end

time



So What?
The traditional data processing 
infrastructures are challenged:


• Electronic trading


• Network monitoring


• Fraud detection


• Social network analysis


• IoT Applications


• Smart cities



… Excel At Historical 
Descriptive Analysis 

What is the average time to failure for the different 
brands of turbine in use?

What is the maximum delay of the public transport per 
city district?

Which content features are correlated to high impact 
posts?





… Struggling With 
Prescriptive Analysis

What is the expected time to failure when that turbine 
starts to vibrate as detected in the last 10 minutes?  

Can I get to that meeting in the next 15 min using public 
transport?

Who is driving the discussion about the top 10 
emerging topics?
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What is a Stream?

13

• Streams: unbounded partially ordered sequence of data 
in form of object-timestamp pairs <o,t>, e.g., 


• o is a data item


• t is a natural number



time

What is an Event?

14

• Event: time-based notification of a known fact defined by


• p a key-value payload


• 𝜏, a type


• t, a timestamp


• d, an optional duration

• payload: 520 - 565 mm 
• type: green 
• timestamp: t 
• duration: 0



How to process a 
stream?



Sort out all the colours in the 
streams

Stream Computing

order
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…..
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Continuous Algorithms



(     , 15) 

time

1 minute wide window

How many boxes red color observations 
there are in the last minute? 

Querying Streams
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Data Streams Management Systems



Timeline

20152002 2005 2008 201820102006 2007 2014

Precision not Recall



The Vision



8 Requirements of Real-
Time Stream Processing

Rule 1: Keep 
the Data 
Moving

Rule 2: Query 
using SQL on 
Streams 

Rule 3: Handle 
Stream 
Imperfections 
(Delayed, Missing 
and Out-of-Order 
Data) Rule 5: 

Integrate 
Stored and 
Streaming Data

Rule 6: 
Guarantee Data 
Safety and 
Availability 

Rule 8: Process 
and Respond 
Instantaneously 

Rule 7: Partition 
and Scale 
Applications 
Automatically 

Rule 4: 
Generate 
Predictable 
Outcomes 
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Sort out all the colours in the 
streams

Stream Computing

order
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time

1 minute wide window

How many boxes red color observations 
there are in the last minute? 

Continuous Querying

24



CQL in 3 Slides

A Stream S is a possibly infinite multi-set of elements <s,t> 
where s is a tuple belonging to the schema of S and t is a 
timestamp. 

Relation R is a set of tuples (d1, d2, ..., dn), where each 
element dj is a member of Dj, a data domain1. 

1 a Data Domain refers to all the values which a data element may contain.

https://en.wikipedia.org/wiki/Tuple
https://en.wikipedia.org/wiki/Data_domain
https://en.wikipedia.org/wiki/Data_element


CQL in 3 4 Slides

A Stream S is a possibly infinite multi-set of elements <s,t> 
where s is a tuple belonging to the schema of S and t is a 
timestamp. 

Relation R is a set of tuples (d1, d2, ..., dn), where each 
element dj is a member of Dj, a data domain1. 

1 a Data Domain refers to all the values which a data element may contain.
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https://en.wikipedia.org/wiki/Tuple
https://en.wikipedia.org/wiki/Data_domain
https://en.wikipedia.org/wiki/Data_element


Ok, CQL in 4 5 Slides

A Stream S is a possibly infinite multi-set of elements <s,t> 
where s is a tuple belonging to the schema of S and t is a 
timestamp. 

Relation R is a mapping from each time instant in T to a 
finite but unbounded bag of tuples belonging to the 
schema of R.

1 a Data Domain refers to all the values which a data element may contain.

X

https://en.wikipedia.org/wiki/Data_element
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CQL in 5 Slides

Streams Relations

… 
<s,τ> 

…

<s1> 
<s2> 
<s3>

infinite 
unbounded 
sequence finite 

bag

Mapping: T ! R

stream-to-relation

relation-to-stream

relation-to-relation

Stream
Relation R(t)

Relational Algebra (Almost)

*Stream operators

Sliding windows



CQL in 5 6 Slides

Stream-to-Relation Operators:


• Sliding Window:  
FROM S [ RANGE 5 Minutes]


• Parametric Sliding Windows:  
FROM S [ RANGE 5 Minutes Slide 1 Min] 

• Partitioned Windows:  
FROM S [PARTITIONED BY A1..An ROW m]

1 a Data Domain refers to all the values which a data element may contain.

X

https://en.wikipedia.org/wiki/Data_element


R2R operator
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CQL in 6 Slides



CQL in 6 Slides

Relation-to-Stream Operators:


• Rstream: streams out all data in the last step


• Istream: streams out data in the last step that wasn’t 
on the previous step, i.e. streams out what is new


• Dstream: streams out data in the previous step that 
isn’t in the last step, i.e. streams out what is old

1 a Data Domain refers to all the values which a data element may contain.

https://en.wikipedia.org/wiki/Data_element
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Timeline

20152002 2005 2008 201820102006 2007 2014

Precision not RecallStream Processing + AI 
(Deductive)

Stream Processing + AI 
(Inductive)



Timeline

20152002 2005 2008 201820102006 2007 2014

Precision not Recall

Big Stream Processing 
Starts





Watermark
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Starts
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Streaming  

Systems

Continuous  

Querying



Functional API 
DataFrames, KafkaStreams, 

Flink Stream API 

Dataflow Model 
Kafka Processor API, Flink Process Function

Actor Model [Hewit et al.]

Declarative Languages [CQL] 
KSQL,FlinkSQL, SparkSQL



Declarative Languages [CQL] 
EPL, SparkSQL, Calcite, KSQL



Functional API 
[StreamDuality] 

Spark, Kafka Streams, Flink

Dataflow [Dataflow Model] 
Storm, Kafka Processor API, Beam



Actor Model [Hewit et al.]



Actors
• Actors are lightweight objects 

that encapsulate a *state* and 
a *behaviour*.


• They share no mutable state 
among them, and in fact the 
only way to communicate is 
through asynchronous 
message passing.


• To manage the incoming 
messages, each actor has a 
mailbox.



Actor Model &  
Stream Processing

• Immutable state, no-sharing and 
asynchronous processing are common 
requirements for this Stream 
Processing systems, e.g., Flink or 
Storm. 


• The asynchronous message-passing 
communication that governs actor 
interactions is a key feature that allows 
providing a loose-coupled architecture 
where blocking operators are avoided.


• Indeed, these characteristics are 
particularly interesting for stream 
processing systems, especially for 
those where high scalability and 
parallel processing of streams are 
needed. 



echo “hello” | figlet 2 | cowsay



microservice1 | microservice 2 | microservice3



microservice1
microservice 2

microservice 2



“  
L’ETAT 
C’EST  
MOI  

“ 
- Louis XIV - ApacheKafka 









Should I Take a Step back?



curtesy of Emanuele Della Valle - http://emanueledellavalle.org

A Conceptual View of Kafka 

• Producers send messages on 
topics


• Consumers read messages 
from topics


• Messages are key-value pairs


• Topics are streams of 
messages


• Kafka cluster manages topics 



A Logical View of Kafka 

• Brokers are the main 
storage and messaging 
components of the Kafka 
cluster 

curtesy of Emanuele Della Valle - http://emanueledellavalle.org



Reconciling the two views 
of Kafka 

• Topics are partitioned across 
brokers


• Producers shard messages 
over the partitions of a certain 
topic


• Typically, the message key 
determines which Partition a 
message is assigned to 

curtesy of Emanuele Della Valle - http://emanueledellavalle.org



Topic partitioning invites 
distributed consumption

• Different Consumers can read data 
from the same Topic


• By default, each 
Consumer will receive all 
the messages in the Topic


• Multiple Consumers can be 
combined into a Consumer Group


• Consumer Groups provide 
scaling capabilities


• Each Consumer is 
assigned a subset of 
Partitions for consumption

curtesy of Emanuele Della Valle - http://emanueledellavalle.org


